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Abstract 

 Wireless Sensor Networks (WSNs) utilize huge 
amount of wireless sensor nodes to gather information 
from their sensing terrain. The gathered information 
will undergo in-network process and send to the remote 
sink. In this densely distributed network high packet 
flow occur near the sink due to the convergent nature of 
upstream traffic. Congestion may occur in the network 
and cause packet loss. Due to this packet loss the 
throughput may be lowered and also, congestion leads 
to excessive energy consumption. Therefore congestion 
has to be controlled to prolong the sensor nodes 
lifetime. In this paper a study of traditional fairness 
congestion control algorithm named Congestion 
Control and Fairness (CCF) algorithm in realistic 
different scenarios is done. The traditional algorithm is 
implemented in NS 2, and analyzed the performance of 
latency and protocol overhead. Results show that the 
latency is increased when the number of nodes is 
increased from 60 to 80 and 100. Also, the protocol 
overhead increases linearly when the simulation time 
steps in for all the scenarios. 

Index – congestion control, fairness, latency, protocol 
overhead, sensor nodes, wireless sensor networks. 

1. Introduction 

WSN consists of large amounts of wireless sensor 
nodes, which are compact, light-weighted, and battery-
powered devices that can be used in virtually any 
environment. With this data simple computations are 
carried out and communicate with other sensor nodes or 
controlling authorities in the network [22]. Wireless 
communication is a major source of energy 
consumption in WSNs. WSN have lately attracted in 
plenty of applications which include environment 
monitoring such as temperature, sound, pressure, 
vibration, pollutants, etc. at different locations, mobile 
object tracking, and navigation applications. All these 
applications consist of many inexpensive wireless 
sensor nodes that are capable of collecting, processing 
and storing various information. These applications are 

normally implemented in an ad hoc manner to operate 
in a distributed way. In wireless sensor applications all 
sensor nodes periodically report data to a single sink 
node which realizes a many-to-one communication 
model [3]. The congestion traffic is found in two 
streams, named downstream traffic and upstream 
traffic. The downstream traffic from the sink to the 
wireless sensor nodes is a one-to-many communication 
model. The upstream traffic from sensor nodes to the 
sink is a many-to-one communication model.  

The convergent nature of the upstream traffic in 
the upstream direction probably appears as congestion 
and the upstream traffic will create high bit rate with 
the development of diverse application in the WSNs. 
Thus congestion leads to packet losses and increased 
transmission latency and has direct impact on the 
energy-efficiency and congestion must be efficiently 
controlled. Every packet transmitted in the WSNs 
contains useful information, which can be utilized 
through packet-based computation and to enhance 
congestion control. The WSN packet computation has 
small packet forwarding rate and the forwarding 
computation capability is limited.  

 Most of the time the sensor nodes are modeled 
with limited energy, as a result the sensor nodes lacks 
recharging issues. But still wireless nodes packet-based 
computation is preferred since it is generally known 
that the computation utilizes reduced energy than the 
communication [1]. There are two types of congestion 
that could occur in WSNs and is shown in figure 1 
[19]. The first type is node-level congestion that is 
common in conventional networks. It is caused by 
buffer overflow in the node and can result in packet 
loss and increased queuing delay. Packet loss in turn 
can lead to retransmission and therefore consumes 
additional energy. For WSNs where wireless channels 
are shared by several nodes using Carrier Sense 
Multiple Access (CSMA) protocol, collisions could 
occur when multiple active sensor nodes try to seize 
the channel at the same time. This can be referred to as 
link-level congestion. Link-level congestion increases 
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Liqiang et al [9] proposed an energy efficient 
congestion control scheme for sensor networks called 
Enhanced Congestion Detection and Avoidance which 
comprises of three mechanisms. First, the approach 
uses buffer and weighted buffer difference for 
congestion detection. Secondly, proposed a bottleneck-
node-based source data sending rate control scheme 
and finally uses a flexible queue scheduler for packets 
transfer. Wang et al [20] proposed a novel network 
cognition and congestion control model based on 
Neuroendocrine-immune system that introduced 
natural inspired computation concept and is designed to 
improve the overall transmission performance of 
heterogeneous network. 

Lazarou et al [8] proposed a cluster head method 
to allow parallel transmission of data packets to form a 
schedule by arranging data transfer at each round. The 
cluster head accepts request for data transfer and 
assigns a slot for each node wishing to transmit. Each 
node of data transfer is divided into contention, data 
transmission and idle period. In WSN the single point 
of failure is eliminated by providing a decentralized 
control and nodes that have no data to send waste time 
slots in the contention period where idle listening and 
overhearing occurs.  

Seshadri et al [13] proposed a router-assisted 
congestion control protocol called QFCP. The QFCP 
can significantly shorten the flow completion time, 
fairly allocate bandwidth resource, and is robust to 
non-congestion related losses. Also an extensive study 
on QoS for real time multimedia application is made 
and result depicts an improved QoS for specified TCP 
based scenarios. Shuqiang et al [14] presented a routing 
protocol called cross-layer AODV, based on a cross-
layer design and ad hoc on-demand distance vector 
routing protocol. The proposed protocol adopts two 
mechanisms called delaying transmission and efficient 
broadcasting to address the broadcast storm problems 
in WSNs such as high probability of collisions and 
redundancy of broadcasting. 

Tongying et al [17] proposed that information 
fusion is an effective way to reduce the communication 
data, and to save the energy consumption and thereby 
extend the life of the network. This is done with the 
specific analysis of an information fusion algorithm 
based on rough set. Young et al [21] suggested an 
adaptive rate control for congestion avoidance in 
WBANs. The scheme performs rate control 
dynamically each node based on a predication model 
which uses rate function including congestion risk 
degree and valuation function, without requiring 
congestion detection and congestion notification steps.  

Vasos et al [18] examined the performance of 
SenTCP, Directed Diffusion and HTAP, with respect to 

their ability to maintain low delays, to support the 
required data rates and to minimize packet losses under 
different topologies. The topologies used as simple 
diffusion, constant placement, R-random placement 
and grid placement. It is shown that congestion control 
performance in sensor networks are significantly 
improved to forward the data in case of congestion.  

3. Traditional Fairness Congestion Control 
Algorithm 

 CCF is a distributed and scalable algorithm that 
eliminates the congestion within a sensor network and 
ensures the fair delivery of packets to a sink node [6]. 
CCF is designed to work with any MAC protocol in the 
data-link layer. CCF uses packet service time to deduce 
the available service rate. Congestion information is 
implicitly reported. It controls congestion in a hop-by-
hop manner and each node uses exact rate adjustment 
based on its available service rate and child node 
number. CCF guarantees simple fairness. CCF has two 
problems [19].  

 The rate adjustment in CCF relies only on packet 
service time which could lead to low utilization when 
some sensor nodes do not have enough traffic or there 
is a significant packet error rate. Moreover, it cannot 
effectively allocate the remaining capacity and as it 
uses work conservation scheduling algorithm, it has a 
low throughput in the case that some nodes do not have 
any packet to send. CCF is used as a distributed and 
scalable algorithm to eliminate congestion within a 
sensor network and ensures the fair delivery of packets 
to the sink node. CCF guarantees simple fairness and 
has two major problems [4]. 

 Consider a set of N wireless sensor nodes and each 
wireless sensor node has an infinite amount of data to 
be sent to a single destination. The nodes will create 
data traffic and route traffic through the other nodes. 
That is all the node can act both as a source and a 
router. The wireless sensor nodes sense the information 
periodically and encode the information into data 
packets.  

 The encoded information in the form of data 
packets are then sends to the destination or sinks [16]. 
Let fi be the flow originating from the node i and ri be 
the rate at which the flow fi is generated into the sensor 
network. It is assigned that the data flow is fair enough 
and the data rate is efficient. The rate does not include 
the rate at which node i forwards the traffic. When 
there is a collision on the link near the node i, then the 
node i and its neighboring nodes should reduce the 
channel utilization in order to prevent further link-level 
congestion. The protocol will improve the channel 
quality by including a phase-shifting effect among 
neighboring nodes. 

V. Vijaya Raja  et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 2 (6) , 2011, 2473-2478.

2475



 
 

F

 Figu
node for 
the time 
decision 
transmiss
itself and
interval i
of the fl
congestio
interval 
gateway 

Congesti

 The 
following
control in

Step 1 
 Mea

pack
aggr
num
seen

Step 2 
 Base

Q, c
aggr

Figure 2 Flow

ure 2 depicts 
the congestio
period over 
regarding th

sion rates of t
d the flows be
is considered 
ows passing 
on control alg
at the gatew
node if it is on

ion Control A

CCF conges
g steps to be 
nterval [16]. 

asure the ave
kets are sent
regate input 

mber of packet
n by an arrivin

ed on the diff
compute Δr.

regate traffic.  

wchart for CCF

the flowchar
on control. Th
r which a no
he increase o
the flows orig

eing routed thr
to be the aver
through the 

gorithm is inv
way nodes. A
ne hop away f

Algorithm 

stion control 
executed at 

erage rate (r
t from the 

rate (rin), a
ts in the outp
g packet in a c

ference betwe
 This is th

F Algorithm 

rt executed a
he control inte
ode takes a c
or decrease 
ginated by the
rough the nod
rage feedback
gateway node

voked every c
A node is ca
from the sink.

algorithm h
each node in

rout ) at whic
node, the av
and the min
put queue wh
control interv

een rout and r
he total chan

 

at each 
erval is 
control 
in the 
e node 

de. The 
k delay 
e. The 
control 
alled a 
 

as the 
n every 

ch the 
verage 
nimum 
hich is 
al (Q). 

rin, and 
nge in 

St

St

A

re

i.
ii
iii

iv

v.
vi

sc
vi
tr
en
si
ne
th
(O
L
a 
of
60
us
m
R
ra
m
T
ch
of
st
m
[6
th

S
w
S
w
S
w

la

Δr = α x (r
Step 3 

Assign Δr
Step 4 

Compare t
with the 
smaller rat

Algorithm Req

The follow
equirements [1

Estimation
. Estimation
i. Computati

traffic requ
v. Assign the

individual 
. Propagatio
i. Estimation

The simula
cenarios using
ia IEEE 802.
ransmission r
nvironment is
imulator that p
etworks. NS-2
he Object O
OTCL). It is

Language (TCL
sensor enviro

f 1500 meters
00 seconds of
sed in the sim

model. Nodes i
Random Way 
andom directi

m/s to 20 m/s a
The mobility 
hanging the m
f one second
tationary or m

m/s. We evalua
6] on a wirele
hree different 

cenario 1 - A
wireless sensor

cenario 2 - A
wireless sensor

cenario 3 - A
wireless sensor

Performan
atency and pro

rout – rin) – β x

into individua

the bandwidth
bandwidths. 

te upstream. 
quirements 

wing are the co
16]. 

n of average ag
n of average ag
ion of the t
uired to contro
e total chang
flows to obta

on of rate upst
n of the contro

4. Simulatio

ations are carr
g wireless sen
.11 MAC lay
range of 200
s implemente
provides supp
2 is written us
Oriented To
 an extensio
L). The simul
onment roam
s x 1500 mete
f simulation ti
mulation is a 
in this simula
Point Mobilit

ion with spee
and the buffer

of differen
maximum nod
. The sensing

moves with a 
ate the perform
ss network en
scenarios.  

A wireless env
r nodes. 
A wireless env
r nodes. 

A wireless env
r nodes. 

nce has been 
otocol overhea

x (Q/ γ) 

al flows to ach

h computed f
Use and p

ongestion con

ggregate outp
ggregate inpu
total change 
ol efficiency 

ge in aggregat
in desired fair
tream 
ol interval 

on Results 

ried out with t
nsor nodes co
yer protocol m
0 meters. Th
ed in the NS-
port for simul
sing C++ lang
ool Comman
on of the To
lations are car
ing over a si
ers flat space 
ime. The netw
simple single

ation move acc
ty model [21

ed ranges that
r size is set to

nt levels is 
de speed with
g node in WS

walking spee
mance of the 

nvironment in 

vironment con

vironment con

vironment con

analyzed fo
ad, and is desc

hieve fairness

for each flow
propagate the

ntrol algorithm

ut rate 
ut rate 

in aggregate

te traffic into
rness 

three different
ommunicating
model with a
he simulation
-2, a network
ating wireless

guage and uses
nd Language
ool Command
rried out using
mulation area
operating for

work topology
e-path routing
cording to the
], which is in
t vary from 0
o 100 packets

obtained by
h a pause time
SN is usually
ed of about 1
CCF protocol
the following

nsisting of 60

nsisting of 80

nsisting of 100

r the metrics
cribed below. 

s 

w 
e 

m 

e 

o 

t 
g 
a 
n 
k 
s 
s 
e 
d 
g 
a 
r 
y 
g 
e 
n 
0 
. 

y 
e 
y 
1 
l 
g 

0 

0 

0 

s 
 

V. Vijaya Raja  et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 2 (6) , 2011, 2473-2478.

2476



 
 

Latency 

 Netw
network 
transmiss
time of it
between 
sender a
receiver. 
measured
for a m
successfu

 Figu
traditiona
scenarios
average 
compared
latency lo
which i
scenarios
scenarios
decreased
the simul
the midd
performa
better tha
reason is
breakage
retransmi
latency 
wireless 
system li
traditiona
about 1.6

Protocol 

 Proto
of protoc
the route
per data 
of the to
forwardin

work latency 
is running. It

sions of data 
ts reception by
the initiation 

and the rece
In a two w

d as the time f
message, to th
ully received. 

Figure 3 

ure 3 shows
al CCF algori
s with wirel
latency for t
d to that for 
owers when th
s almost co
s. Initially, th
s is more or 
d to about 4 to
lation, since a
dle of the sim
ance when the
an that when
s that the m

e and hence
ission of pa
will increase
sensor nodes

ifetime. Comp
al CCF algor
66 millisecond

Overhead 

ocol packet ov
col packets or
e creation pro
delivery. Thi
otal protocol 
ng. Figure 4 

is a measu
t refers to th
packets from

y a receiver. L
n of a network
eipt of that 
way commun
from the trans
he time whe

Analysis of L

s the analys
ithm under al
ess network 
the scenario 
the other two
here is an inc
ommon in a
he latency for

less constant
o 5 %  in the 
a stabilized pa
mulation per

e nodes move 
n moves with
mobility may 

e will incre
ckets. A sys
e the energy
s and will de
paring the thr
rithm has an 
ds. 

verhead is the
riginated or fo
cess that are 
s metric indic

messages tr
shows the a

ure of how 
e time betwe

m a source an
Latency is the
k transmission
transmission 

nication, it m
mission of a r
en the messa

Latency  

sis of laten
l the three di
environment
3 has the h

o scenarios. B
rease in pause
all the simu
r all the simu
t, and later li
delay till the 
ath is establis
iod. Generall
with lower sp

h higher speed
lead to mor

ease the ra
stem with re
y-efficiency o
efinitely exten
ree scenarios f

average laten

e ratio of the n
orwarded, rela
received by a

cates the perc
ransmitted fo
analysis of pr

fast a 
een the 
nd the 
e delay 
n by a 

by a 
may be 
request 
age is 

 

ncy of 
fferent 
t. The 
highest 
But the 
e time, 
ulation 
ulation 
inearly 
end of 

shed in 
ly, the 
peed is 
d. The 
re link 
ate of 
educed 
of the 
nd the 
for the 
ncy of 

number 
ated to 
a node 
entage 

or data 
rotocol 

ov
th
en
of
th
du
av
en
in
m
fo

co
sc
as
al
an
tr
T
a 
re
re
al
tr
fo
ap
co
w
lo
in
en
tim

[1

[2

verhead of tr
hree differen
nvironment. D
f the time all t
he simulation
uring the sim
verage protoc
nvironment, a
ncreases, the

minimized, by
orwarding nod

Figure 

In this pa
ontrol protoco
cenarios. This
ssign fairness
lgorithm very
nd output tr
ransmission ra

This introduces
single-path 

esult shows 
emarkable thro
ll the sensor 
ransmission ra
or multi-path r
pproach can 
ontrol algorit

which in turn im
ower delay. 
ntegrate data 
nergy consum
me of the sen

1]. Akyildiz
and Cay
survey”,
38, pp. 3

2]. Baldauf 
survey o

raditional CC
nt scenarios 
During the sim
the graphs are
n scenario g
mulation. Th
col overhead o
as the number
e control 
y means of 
des. 

4 Analysis of

5. Conc

aper, the trad
ol is implemen
s is a distribu
s and rate effi
y aggregately 
raffic rate. T
ate of the nod
s node priority
routing envi
that the fai

oughput, and 
nodes in the

ate quickly. T
routing enviro
be used wit

thm to furthe
mproves ener
This work c
aggregation 

mption and to
sor node.  

Refere

z I. F., Su W
yirci E., “Wi
, Journal on 
393-422, 2002
f M., Dustdar 
on context-aw

CF algorithm 
with wirel

mulation, it is s
e in overlappe
graphs are li
e CCF algor
of 3 MB. In t
r of wireless 
message tra
reducing the

f Protocol Ove

clusion 

itional fairne
nted in NS 2 

uted algorithm
iciently to eac
monitors eac

The algorithm
de and its up
y index and is
ironment. Th
irness algorit
is able to atta

e network an
This work can
onment too. A
th the fairnes
er reduce pac
rgy-efficiency
can also be 
schemes to r

o increase the

ences 

., Sankarasub
reless sensor 
Computer N

2. 
S., and Rose

ware systems,”

under all the
less network
seen that most
d form and all
inearly raised
rithm has an
the simulation
sensor nodes

ansmitted is
e number of

erhead  

ss congestion
with different

m that seeks to
ch node. This

ch nodal input
m varies the
stream nodes

s simulated for
he simulation
thm provides

ain fairness for
d acquire the
n be extended

An agent based
ss congestion
cket loss and
, and provides

extended to
reduce further
e battery life-

bramaniam Y.
networks: A

etworks, Vol

enberg F., “A
” International

e 
k 
t 
l 
d 
n 
n 
s 
s 
f 

 

n 
t 
o 
s 
t 
e 
. 
r 
n 
s 
r 
e 
d 
d 
n 
d 
s 
o 
r 
-

, 
A 
. 

A 
l 

V. Vijaya Raja  et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 2 (6) , 2011, 2473-2478.

2477



 
 

Journal of Ad Hoc and Ubiquitous Computing, 
Vol. 2, No. 4, pp. 263-277, 2007.  

[3]. Chih-Min Chao, and Yi-Wei Lee, “A Quorum-
Based Energy-Saving MAC Protocol Design for 
Wireless Sensor Networks”, IEEE Transactions 
on Vehicular Technology, Vol. 59, No. 2, pp. 
813-822, Feb. 2010. 

[4]. Chonggang Wang, Kazem Sohraby, Victor 
Lawrence, Bo Li, and Yueming Hu, “Priority-
based Congestion Control in Wireless Sensor 
Networks”, Proceedings of the IEEE 
International Conference on Sensor Networks, 
Ubiquitous, and Trustworthy Computing (SUTC 
’06), IEEE Computer Society, 2006. 

[5]. Davy S., Barrett K., Balasubramaniam S., van der 
Meer S., Jennings B. and Strassner J.,  “Policy-
based architecture to enable autonomic 
communications - a position paper”, In 3rd IEEE 
Consumer Communications and Networking 
Conference (CCNC), pp. 590-594, 2006.  

[6]. Ee C. T., and Bajcsy R., “Congestion control 
and fairness for many-to-one routing in sensor 
networks”, Proceedings of the ACM Sensys, 
Nov. 2004. 

[7]. Ibrahim Orhan, and Thomas Lindh, 
“Measurement-Based Admission Control in 
Wireless Sensor Networks”, Fourth International 
Conference on Sensor Technologies and 
Applications, IEEE Computer Society, pp. 447-
452, IEEE 2010.  

[8]. Lazarou G. Y., Li J., and Picone J., “A Cluster-
based Power-Efficient MAC Scheme for Event-
Driven Sensing Applications”, Proceedings of 
the ACM Conference on Ad hoc Networks, Vol. 
5, No. 7, pp. 1017-1030, Sep. 2007. 

[9]. Liqiang Tao and Fengqi Yu, “ECODA: 
Enhanced Congestion Detection and Avoidance 
for Multiple Class of Traffic in Sensor 
Networks”, Proceedings of the 15th Asia-Pacific 
Conference on Communications (APCC 2009), 
pp. 726-730, 2009.  

[10]. Mande xie, and Yuanyan Gu, “Multipath 
Routing Algorithm for Wireless Multimedia 
Sensor Networks within Expected Network 
Lifetime”, International Conference on 
Communications and Mobile Computing, 
IEEE Computer Society, pp. 284-287, IEEE 
2010. 

[11]. Mohammad Hossein Yaghmaee and Donald 
Adjeroh, “A New Priority Based Congestion 
Control Protocol for Wireless Multimedia 
Sensor Networks”, Proceeding of the IEEE, 
2008. 

[12]. Ni Yang, Tian Li-qin, and Shen Xue-li, “The 
Research of Dynamic Data Fusion based-on 
Node Behavior Trust for WSNs”, Proceedings 

of the International Conference On Computer 
Design and Applications (ICCDA 2010), 
Volume 2, pp. 534-538, IEEE 2010. 

[13]. Seshadri R., and Penchalaiah N., “Improving 
quality of services from TCP/IP performance 
degradation”, International Journal of 
Engineering and Technology, Vol. 3 (1), PP. 20-
24, 2011. 

[14]. Shuqiang Zhang, Wei Guo and Kai Wen, “On 
the Broadcast Storm Problems of Routing in 
Wireless Sensor Networks: A Cross-layer 
Design”, Proceedings of the IEEE 2008. 

[15]. Sichitiu M. L., “Cross-Layer Scheduling for 
Power Efficiency in Wireless Sensor Networks”, 
Proceedings of the IEEE INFOCOM ’04, March 
2004. 

[16]. Swastik Brahma, Mainak Chatterjee, and Kevin 
Kwiat, “Congestion Control and Fairness in 
Wireless Sensor Networks”, Proceedings of the 
IEEE, pp. 413-418, IEEE 2010. 

[17]. Tongying Li, and Minrui Fei, “Information 
Fusion in Wireless Sensor Network based on 
Rough Set”, Proceedings of the International 
Conference on NIDC, IEEE, pp. 129-134, 2009. 

[18]. Vasos Vassiliou and Charalambos Sergiou, 
“Performance Study of Node Placement for 
Congestion Control in Wireless Sensor 
Networks”, Proceedings of the WSN Workshop, 
NTMS, IEEE 2009. 

[19]. Wang C., Li B., Sohraby K., Daneshmand M., 
and Hu Y., “Upstream Congestion Control in 
Wireless Sensor Networks Through Cross-Layer 
Optimization”, IEEE Journal on Selected Areas 
in Communications, Vol. 25, No. 4, pp. 786-
795, May 2007. 

[20]. Wang Hui, Liu Wei, Li Zheqing, and Fan 
Zhihui, “A novel network cognition and 
congestion control model based on NEI in next 
generation network”, Proceedings of the 3rd 
International Conference on Computer Research 
and Development (ICCRD), Vol. 2, pp. 47, 
March 2011. 

[21]. Young-mi Baek, Byung-hwa Lee, Jilong Li, Qin 
Shu, Ji-hum Han, and Ki-ju Han, “An adaptive 
rate control for congestion avoidance in wireless 
body area networks”, Proceeding of the IEEE, 
2009. 

[22]. Yuanzhu Peter Chen, Arthur L. Liestman, and 
Jiangchuan Liu, “A Hierarchical Energy-Efficient 
Framework for Data Aggregation in Wireless 
Sensor Networks”, IEEE Transactions on Vehicular 
Technology, Vol. 55, No. 3, pp. 789-796, May 
2006. 

V. Vijaya Raja  et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 2 (6) , 2011, 2473-2478.

2478




